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• How is AI used to enable research

• Introduction to Prompt Engineering  

• Prompt Engineering Frameworks

• Testing and validating LLM results 

• Case Study: Developing a research agenda for adolescent health with AI 
support



How is AI used to enable research
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Development of AI

• Development of 
new AI 
algorithms/methods 

• Validation of 
existing AI 
algorithms 

• E.g. developing a 
new neural 
network 
architecture to 
improve computer 
vision

AI as a method

• AI as a tool to 
conduct substantive 
research 

• E.g. Using machine 
learning to identify 
predictors of 
graduation 

AI as a tool

• AI is a non central 
part of the project, 
but is used to 
support research 
operations

• E.g using AI to 
produce code to 
analyze data

AI as a research 
subject

• Substantive 
research on the 
impact of AI on 
areas of interest 

• e.g. how does AI 
use alter cognitive 
development

What do we mean by AI in research? 

Today’s focus



XHow is AI used in the research 
pipeline?

Idea 
generation

Data 
extraction

Data analysis

Literature 
review

Coding 
support

Data 
visualization 

Scientific 
writing

Editing and 
Review



Introduction to Prompt 
Engineering 



Improving 
LLM 
predictions: 
Order of 
Operations

Prompt engineering 

Few-shot learning

Hyper parameter tuning

Fine-tuning

Custom model or 
prediction layer 



XPrompt Engineering

• The art of asking good questions

• Easiest, fastest way to improve your model

• Consider model selection and temperature (hyperparameters)

• Most models work better with one question, consider splitting 
multipart questions into multiple points 



Provide contextContextualize

Specify a personaSpecify

Delimit text, triple quotes are often used Delimit

Provide more detailed instructions about the results you want Instruct

Provide examples of desired output, including substantive output and 
formatting  

Give 
Examples

Say what you DO want
Frame 

positively

Specify steps the model should take (if necessary) Specify

Prompt 
engineering 
basics



XContext Setting



XContext Setting

Remember that 
“current” is 2021 



XProviding Examples



XProviding Examples



Frameworks for Prompt 
Engineering



X Research on 
Prompt 

Engineer ing 

• Sahoo, P., Singh, A. 
K., Saha, S., Jain, V., 
Mondal, S., & 
Chadha, A. (2024). A 
systematic survey of 
prompt engineering in 
large language 
models: Techniques 
and 
applications. arXiv
preprint 
arXiv:2402.07927.
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• ReAct prompting (Yao et al,. 2022) 

• Decomposed prompting (Khot et al., 2022) 

• Chain of Thought prompting (Wei et al., 2022)

• Choice of prompting framework should be driven by the type of 
task; compare to published benchmarks where possible 

Some top frameworks for research
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• Interweaves (1) reasoning and (2) task specific actions

• Good results for question answering, and ability for researcher/user 
to intervene 

• Good ReAct prompts guide the model to think through the specific 
steps needed to answer 

• Questions are answered step by step

ReAct framework



XReAct framework: Example

Yao et al., 2023
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• Divide and conquer strategy 

• Initial prompt decomposes the request into multiple sub-tasks 
which can be farmed out to sub-prompts, functions or other 
handlers

• Allows optimization and prompt engineering of all sub-components 
of the system (not all sub systems need to be llm prompts) 

• Designed to handle complex and multi step tasks (as are commonly 
seen in research uses of AI) 

Decomposed Prompting
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Decomposer prompt: 
QC: Concatenate the first letter of every word in “Social Data Science" 
using spaces Q1: [split] What are the words in " Social Data Science "? #1: 
[“social”,”data”,”science”] Q2: (foreach) [str_pos] What is the first letter of 
#1? #2 [“s”, “d“,”s”] Q3: [merge] Concatenate #2 with spaces #3: “s d s" Q4: 
[EOQ]

split prompt
Split the provided sentences by spaces and return as a comma separated 
list. E.g. “Prompt: split the phrase “test train validate”; Response: 
[‘test’,’train’,’validate’]
… 

Decomposed Prompting: Example

Note
signposting



XChain of Thought

Image from Wei et 
al., 2022

Why use chain of thought? 
- Measurable improvements in 
performance for reasoning based
tasks
- Provides transparency (and thus 

the ability to validate) into steps 
taken

- Extends the ability of LLMs in math 
and reasoning tasks

- Readily applicable to off the shelf 
large language models 
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Custom written prompts (with 
examples) 

Can include specifications to look for 
information in specific sources

Wrappers Such as langchain

How to use frameworks



Testing and Validating LLM 
results
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• Manual Review
• Best for project that produce one off products, or where 

incorporation in a human workflow is efficient 

• Validation against manually coded data
• Best for pipelines that need to be used without human reviews
• Requires consensus among manual coders, and consensus on 

acceptable accuracy
• Split your data: Test/Train

• Repeated/multiple predictions

How do we validate AI work



XHow to think about risk level?

• Is the system providing live responses?
• Who is interacting with the system?

• How consequential would getting it wrong be?

• Are there opportunities for human oversight?

• How public is this?

• What are the benefits of this?



Danger Zone

Zone of Safety

High Likelihood of 
error

Low Likelihood of 
error

High Consequence

Low Consequence

What AI project 
would be in each 
quadrant?
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Never use AI without incorporating a validation element

When validating against manually coded data, validation data can be used 
only once.

Consider the risk level  of an application (both likelihood and 
consequence)

Communicate clearly with project teams

In sum: 



Two Case Studies: AI to support 
research
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• Case Study 1: Developing a research agenda for adolescent health 
(forthcoming, OPRE) 

• Case Study 2: Streamlining a systematic review of healthy marriage 
and relationship education program 

How did AI review 26,000 papers



Questions? 
Claire Kelley  - Ckelley@childtrends.org
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