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Extrinsic Motivation…

Large Language Models (LLMs) that power ChatBots are set to converge to so 
called “general purpose tools” in the future

capable of completing many tasks currently performed by humans.

Eloundou and colleagues (2023) recently published research that explored the 
impact of GPTs on several different types of jobs and occupations and in their 
work they estimated that Survey Research was: the second-most exposed 

field for work that could 
be completed by GPTs 

the highest exposed 
occupation relating to 
GPT-powered software.

The exposure provides an estimate of how GPTs or 
GPT-software can be leveraged to save workers in 
these fields a significant portion of time for 
completing a majority of their tasks.



Levels of Interaction with LLMs…

Please provide the reading 
level of the following question: 
“Do you love this talk so far?”

The reading level of the following question is 4rd grade:
Do you think this meeting is fun?

The reading level of the following question is 8th grade: 
“Do you like coming to MAPOR?”

Please provide the reading level of the following question: 
“Do you love this talk so far?”

The question “Do you love this 
talk so far?” is written at a basic 

reading level, typically suitable for 
Grade 2-4 or ages 7-9. 

Based on the comparisons provided:
•The question “Do you think this meeting is fun?” 
(4th grade) uses simple vocabulary and a 
straightforward structure.
•The question “Do you like coming to MAPOR?” 
(8th grade) introduces a proper noun ("MAPOR"), 
which increases the complexity slightly due to its 
need for specific context or familiarity.
Estimated Reading Level: 5th-6th grade

Prompting

Few Shot Learning

Fine Tuning A data set with at least 10 to more than 100 examples are provided and input into the LLM which 
then creates a modified model that can be used to answer questions or respond to prompts.



LLMs/AI as a tool for Survey Responses: 
Silicon or Synthetic Samples

 One area in Survey Research where we have also seen some 
experimentation in prompting is around generating Synthetic Samples.

 Prompts may vary in their complexity and amount of detail they include 
about an actual respondent whose answers are to be “simulated” using 
and LLM.

Argyle and colleagues (2023): 
Introduced the concept of 
“silicon samples” and criteria for 
assessing “algorithmic fidelity” 
for LLMs and report nuanced 
similarities between human and 
AI generated responses.

https://bit.ly/ArgyleEtAl2023 

https://bit.ly/ArgyleEtAl2023


LLMs/AI as a tool for Survey Responses: 
Silicon or Synthetic Samples

Bisbee and colleagues (2023) report contrary 
findings that suggest that silicon samples 
generate responses that are far less variable 
compared to actual survey respondents’ 
responses.  They also remark that results can 
be highly dependent on prompt and LLM 
version being used.

Sun and colleagues (2023): Improved upon 
the concept of silicon samples by introducing 
so called “random silicon sampling” and 
showed it performed as well or better than 
silicon sampling for many tasks.

https://bit.ly/BisbeeEtAl2024 

https://arxiv.org/pdf/2402.18144 

https://bit.ly/BisbeeEtAl2024
https://arxiv.org/pdf/2402.18144


What You Don’t Include in a Prompt May Be 
as Important as What You Do Include

Qualitatively, the generated 
questions generally read more 

like quiz/essay questions 
rather than survey questions.

Qualitatively, the generated 
questions generally appeared 

to read like open ended 
survey questions.

Fisher’s Exact 2-
tailed Test p-value 

<0.001

Source: Buskirk, Eck and 
Timbrook, AAPOR 2024



Data and Coding: Question Posed in 1st Person

I want to  ask adults  about the relationship they have with an important 
mother figure in their life.  Provide one such question with answer choices. 

How would you describe your current relationship with your important 
mother figure?

What are the different options available for adults to obtain health 
insurance coverage, especially for those who are self-employed or do 
not receive insurance benefits through their employers?

I want to know about how adults get their health insurance.   Provide one 
such question.



Some things can’t be learned in a few 
examples

 Imagine you wanted to teach a child about word syllabication.
 Giving a few examples may not be sufficient, especially if those examples are fairly 
limited (i.e. 1, 2 or 3 syllable words).

 Just as is the case with humans, computers may not be able to sufficiently 
learn complex patterns from few cases.

 In such cases, zero-shot or few shot learning through prompting may be 
insufficient to obtaining accurate predictions/decisions from LLMs.

 In these situations, Fine Tuning with a collection of 10’s to 100’s of examples 
could be a much better approach.

 Keep in mind, the diversity of the fine tuning example set will be key to helping 
LLM’s learn – examples of “Yes” and “No” cases, for example in a binary 
classification task will be needed to increase accuracy for an LLM to predict a new 
case. 

See Chen et al. (2024) for example: https://arxiv.org/html/2402.11725v2 

https://arxiv.org/html/2402.11725v2


LLMs are not Magicians!

 Even if your prompting is good, it doesn’t mean that LLMs can do the 
requested task.

LLMs by definition produce text.
Generative AI, more broadly can generate video, audio and other types of 
output.
Olsen and Buskirk (2024) showed that LLMs vary widely in their ability to 
compute Readability Statistics for a cross section of survey items, despite 
prompting methods that showed LLM’s comprehension of the task and the 
production of correct formulae for such statistics.



We Prompt You To…

 To move our collective understanding along in prompting and the use of 
LLMs consider:

Including the prompt text, method, date and version of LLM used in the 
methods section or technical appendix of papers that report your results.

 This will allow for greater transparency and “reproducibility”

Include results of pilot tests you did to finalize the prompts you used.
This way we don’t have to reproduce the wheel and can follow the logic of how 
you reached the final prompt.
 We can also see what didn’t work.



It’s a two-way street: Some possible ways 
Survey Research might improve LLM’s…

 Survey Researchers are MASTERs at asking questions of humans.

 Prompting is the method humans use to ask questions of LLMs.  And LLMs also 
could be designed to ask questions of humans (i.e. true chatbot style).

 Could Survey researchers bring our history of good question asking science to 
bear in the development of better prompting for LLMs?  

Prompting is the new Human Computer Interaction of this era…

 The generative capabilities of language models are highly sensitive to the 
input prompts (Sun et al., 2023) , especially in the context of survey question 
responses and can be sensitive to the order of questions like humans (Kalinin, 
2023).  

Survey Researchers understand order effects and could lead the way in designing 
studies that look at how order and context effects in humans translate to LLMs 
which are supposed to reflect human language.



Resources

 Most comprehensive paper I have seen on LLMs – types, history etc.
https://arxiv.org/pdf/2307.06435 

Most comprehensive paper on Prompting/Prompt Engineering to date:
https://arxiv.org/pdf/2406.06608 

https://arxiv.org/pdf/2307.06435
https://arxiv.org/pdf/2406.06608


Additional References of Interest

 Proposed Prompting Framework for Qualitative Coding 
At Scale…

https://mbosley.github.io/papers/dqi-paper-bosley.pdf 

 Experimenting with various prompting structures and 
LLM sources for Stated Preference Surveys in the Context 
of Energy Demand

https://arxiv.org/abs/2412.03162 

https://mbosley.github.io/papers/dqi-paper-bosley.pdf
https://arxiv.org/abs/2412.03162


THANK YOU!!

tbuskirk@odu.edu
@trentbuskirk

mailto:tbuskirk@odu.edu
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